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Solution



Solution 1 (2 + 4 + 4 points)approah: 2
closure(closure(P )) ⊆ closure(P ) 4
closure(P ) ⊆ closure(closure(P )) 4Let P denote an LT property. Then closure(P ) is a safety property:Proof:We show that closure(P ) = closure(closure(P )).�⊆�: Let σ ∈ closure(P ). From the de�nition of closure one infers

pref(σ) ⊆ pref(P ). (1)By de�nition, closure(P ) =
{
σ′ ∈

(
2AP

)ω
| pref(σ′) ⊆ pref(P )

}. Therefore
γ ∈ P =⇒ pref(γ) ⊆ pref(P )

=⇒ γ ∈ closure(P )It follows, that for any LT-property P , we have P ⊆ closure(P ).Sine P ⊆ closure(P ) we have
pref(P ) ⊆ pref(closure(P )) (2)By transitivity of the set inlusion ⊆, we an infer from (1) and (2):
pref(σ) ⊆ pref(closure(P ))Therefore σ ∈ closure(closure(P )).�⊇�: Let σ ∈ closure(closure(P )). We have to prove that σ ∈ closure(P ). By de�nition of closure(P ),this is equivalent to showing that pref(σ) ⊆ pref(P ):Let σ̂ ∈ pref(σ). By de�nition,

closure(closure(P )) =
{

σ′ ∈
(
2AP

)ω
| pref(σ′) ⊆ pref(closure(P ))

}

=⇒ σ̂ ∈ pref(closure(P )) (* σ ∈ closure(closure(P )) *)
=⇒ ∃σ′ ∈ closure(P ) suh that σ̂ ∈ pref(σ′) and pref(σ′) ⊆ pref(P ).
=⇒ σ̂ ∈ pref(P ).Therefore we have shown that pref(σ) ⊆ pref(P ).
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Solution 2 (3 + 4 + 3 points)(a) P = Words
(
(a→ ,¬b)W(a ∧ b)

) is a safety property:By de�nition, P is a safety property i�
∀σ ∈ (2AP )ω \ P. ∃σ̂ ∈ pref(σ). P ∩

{

σ′ ∈
(
2AP

)ω
| σ̂ ∈ pref(σ′)

}

= ∅.Aording to the LTL semantis of W and ,, we have
(2AP )ω \ P = Words(¬ϕ) = Lω

(

({b} + {a}∗.∅)∗.{a}+.({a, b} + {b}).(2AP )ω
)

.Choose σ ∈Words(¬ϕ).Then there exists k ≥ 0 suh that σ[k] = {a} and b ∈ σ[k+1] and forall i < k: a ∈ σ[i] → b /∈ σ[i+1].Therefore σ̂ = σ[0..k + 1] is a minimal bad pre�x for σ.
=⇒ For eah σ ∈ (2AP )ω \ P , there exists a bad pre�x.
=⇒ P is a safety property.(b) The following NFA A reognizes BadPref(P ):

q0 q1qs qf

¬b ∧ a

true true

¬a

a ∧ b b
a ∧ ¬b

¬b ∧ ¬a() P ′ = Words
(
(a→ ,¬b)U(a ∧ b)

) is not a safety property:Consider σ = ∅ω. Obviously σ 6∈ P ′ but any pre�x σ̂ of σ an be prolonged by the su�x {a, b}ω :
∀σ̂ ∈ pref(σ). σ̂. ({a, b})ω ∈ P ′.The resulting trae is in P ′; therefore no bad pre�xes an be de�ned for σ.The following observation leads to a straightforward deomposition of P ′ (f. leture notes, p. 243):

ϕUψ ≡ (ϕWψ) ∧ 3ψTherefore we have
(a→ ,¬b)U(a ∧ b) ≡ (a→ ,¬b)W(a ∧ b) ∧ 3(a ∧ b).Considering the sets of words aording to this equivalene, we have

Words
(
(a→ ,¬b)U(a ∧ b)

)
= Words

(
(a→ ,¬b)W(a ∧ b)

)
∩Words

(
3(a ∧ b)

)
.Now we an deompose P ′ into a safety property Psafe and a liveness property Plife as follows:

Psafe = Words
(
(a→ ,¬b)W(a ∧ b)

)

Plive = Words
(
3(a ∧ b)

)In part (a), we already showed that P = Psafe = Words
(
(a→ ,¬b)W(a∧ b)

) is a safety property.It remains to show that Plive is indeed a liveness property:
Plive = Words

(
3(a ∧ b)

)
= Lω

(
(2{a,b})∗.{a, b}.(2{a,b})ω

).Therefore pref(Plive) = (2{a,b})∗ and by de�nition, Plive is a liveness property.3



Solution 3 (1 + 4 + 5 points)(a) Let ψ = 2 (a↔ ,¬a) and AP = {a}.First we transform ψ into the equivalent basi LTL-formula ϕ:
ψ = 2(a↔ ,¬a)

= ¬3¬(a↔ ,¬a) (* 2ϕ ≡ ¬3¬ϕ *)
= ¬3¬((a ∧ ,¬a) ∨ (¬a ∧ ¬ , ¬a)) (* bijunktion *)
= ¬3

(
¬(a ∧ ,¬a) ∧ ¬(¬a ∧ ¬ , ¬a)

) (* deMorgan *)
= ¬

[
trueU

(
¬ (a ∧ ,¬a)

︸ ︷︷ ︸

ϕ1

∧¬ (¬a ∧ ¬ , ¬a)
︸ ︷︷ ︸

ϕ2

)]
= ϕ (* 3ϕ ≡ trueUϕ *)(b) Now we ompute closure(ϕ):

closure(ϕ) = { true , false , a,¬a,,¬a,¬ , ¬a,

ϕ1,¬ϕ1, ϕ2,¬ϕ2,

¬ϕ1 ∧ ¬ϕ2,¬(¬ϕ1 ∧ ¬ϕ2),

trueU(¬ϕ1 ∧ ¬ϕ2),¬ [trueU(¬ϕ1 ∧ ¬ϕ2)] }The elementary sets are:
true a ,¬a

ϕ1

︷ ︸︸ ︷

a ∧ ,¬a

ϕ2

︷ ︸︸ ︷

¬a ∧ ¬ , ¬a ¬ϕ1 ∧ ¬ϕ2 trueU (¬ϕ1 ∧ ¬ϕ2)

B1 1 0 0 0 1 0 0
B2 1 0 0 0 1 0 1
B3 1 0 1 0 0 1 1
B4 1 1 0 0 0 1 1
B5 1 1 1 1 0 0 0
B6 1 1 1 1 0 0 1() The GNBA Gϕ = (Q,Σ, δ,Q0,F) is de�ned by:

Q = {B1, B2, B3, B4, B5, B6}

Σ = 2{a} = {∅, {a}}

Q0 = {B1, B5}

F =
{
FtrueU(¬ϕ1∧¬ϕ2)

}

FtrueU(¬ϕ1∧¬ϕ2) = {B1, B3, B4, B5}The transition relation δ is given by the followinggraph representation (where also the unreahableparts are outlined):
B1

B5

∅ {a}

B3
∅

∅

B2 B6

B4

∅
∅

{a}

{a}

{a}

{a}∅

Gϕ :

{a}
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Solution 4 (2 + 4 + 4 points)Let fair = 23 (b ∧ ¬a)
︸ ︷︷ ︸

Φ1

→ 23∃ (bU(a ∧ ¬b))
︸ ︷︷ ︸

Ψ1

.Introdue new atomi propositions a1 and b1 and extend the labeling aordingly:
s2
{b, a1, b1}

s0

{a, b, b1}

s3{b, a1}

s1
∅

s5 {a, b1}

TS :

s4
∅The strongly onneted omponents of TS are
C1 = {s0, s1}

C2 = {s2, s5}

C3 = {s3, s4}Eah exeution fragment ultimately stays in one of these SCCs. Aording to the fairness assumption
fair and the extended labeling, the SCC C3 is exluded from this set, i.e. no fair path visits states in C3in�nitely often.We have Satfair

(
∃2true

)
= {s0, s1, s2, s5}.Extend the labeling of those states with the new atomi proposition afair.Now onsider the CTL-formula Φ = ∀2∀3a. Rewriting Φ into existential normal form yields:

Φ = ∀2∀3a

= ¬∃3¬∀3a

= ¬∃3∃2¬a

= ¬∃ (trueU∃2¬a)� Compute the fair satisfation set for subformula Φ = ∃2¬a: The state subgraph G[¬a] of TS is
s2
{b, a1, b1}

s3{b, a1}

s1
∅

TS :

s4
∅The only SCC in G[¬a] is C3. But we have
C3 ∩ Sat(a1) 6= ∅

C3 ∩ Sat(b1) = ∅Therefore T = ∅ and Satfair(∃2¬a) =
{
s ∈ S | ReachG[¬a](s) ∩ T 6= ∅

}
= ∅.Introdue new atomi proposition a∃2¬a and extend the labeling of TS aording to Satfair(∃2¬a)(In this ase, no state labels are extended sine Satfair(∃2¬a) = ∅).� Now onsider Φ = ∃ (trueUa∃2¬a):

Satfair(∃ (trueUa∃2¬a)) = Sat(∃ (trueU(a∃2¬a ∧ afair))) = ∅� Therefore Satfair(¬a∃(trueU∃2¬a)) =
{
s ∈ S | a∃(trueU∃2¬a) /∈ L(s)

}.This yields Satfair(¬a∃(trueU∃2¬a)) = S. 5



Solution 5 (3 ∗ 1 + 3 + 4 points)
TSi ∼ TSj deision 3*1formula: 3bisimulation relation 4� TS1 6∼ TS2:Let Φ = ∀2

(
(a ∧ ¬b) → ∃ , (b ∧ ¬a)

).We have TS1 6|= Φ beause r2 |= a ∧ ¬b, but there does not exist an b ∧ ¬a suessor state of r2.On the other hand, TS2 |= Φ: The only state in TS2 that models (a ∧ ¬b) is s1 and we have that
s0 ∈ Post(s1) and s0 |= b ∧ ¬a.� TS2 ∼ TS3:The following relation R ⊆ S2 × S3 is a bisimulation relation:

R := {(s0, t0), (s0, t3),

(s1, t2), (s1, t5),

(s2, t1), (s2, t4) }Graphially, this is outlined as follows:
s0

{b}
s1
{a}

s2
{a, b}

TS2 :
TS3 : t0{b}

t3
{b}

t2

{a}
t1

{a, b}

t5
{a}

t4
{a, b}� Now it follows diretly that TS1 6∼ TS3 (again by Φ).
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